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I. Introduction

Memory is what allows our past to modify how we deal with events in
the present. The most impressive thing about memory is the range of func-
tions that it supports. The same memory system that recalls your vacation
learns to play racketball. The same system that memorizes a part in a play
is startled by faces that resemble the mugger who got your wallet. The same
system that can instantly classify a strange animal as a bird struggles to
identify the pharmacist when you run into him in the grocery store.

Once it was thought that a few universal laws would apply to all of these
situations: :

A continuous series of cases extends from the revival of one’s own experiences at pne
extreme to the automatic performance of a learned movement at the other, and the whole
series belongs together. The difference between the extremes is a matter deserving of
attention, but.the likeness is more fundamental. (Woodworth, 1938, p. 5)
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The search for general laws of learning was sometimes expressed as an
attempt to explain all learning in terms of a single paradigm, for example,
in terms of trial and error learning or in terms of classical conditioning (see
McGeoch, 1952). This strategy was not successful, and movement toward
specialization intensified (e.g., classical conditioning, operant learning, ver-
bal learning, semantic memory).

This specialization is good for many purposes, but there is a cost. A mem-
ory system designed for one function (e.g., language comprehension) would
not necessarily be the same as one designed for multiple functions (e.g.,
language comprehension, pattern recognition, concept learning, dancing,
developing preferences). Thus, it should not surprise us that theories cre-
ated to account for a relatively limited range of facts ultimately prove to
be limited. On the other hand, acknowledging the range of activities mem-
ory must perform does not necessarily commit us to looking for a single
_mechanism for all of them (Tolman, 1949).

In this article I describe a general approach to memory in the form of a
model of memory called a multiple-entry, modular memory system (MEM).
The present model proposes that the multiple functions that memory serves
are accomplished by several interacting, but distinguishable subsystems. To
a large extent, these subsystems respond to different aspects of experience;
hence, any particular event is likely to create multiple entries, that is, entries
in more than one subsystem. This model tries to resolve or clarify a number
of issues, for example, the controversy between trace theories and construc-
tive theories of memory, the role of attention in establishing long-term
memories, and the relations among various measures of memory (e.g., re-
call and recognition). In addition, MEM provides a framework for gener-
ating new hypotheses about a number of other areas, for example, the
relation between memory and emotion, the relation between specific, au-
tobiographical memories and general knowledge, and the problem of char-
acterizing memory disorders.

II. The Model

A. OVERVIEW

Any model of memory should address a fundamental question: What is
the relation between what we remember and what ‘““really’” happened?
Memory theorists essentially ignored this question for years by explicitly or
tacitly adopting a sort of naive realism. According to naive realism, our
memory stores copies or traces of ‘‘stimuli,”” and the “‘strength’’ of a mem-
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ory is directly related to such things as how frequently and how recently we
have perceived the corresponding stimulus. This view is the one that dom-
inated work on memory from the time Ebbinghaus (1885/1964) first initi-
ated experimental work on memory in the late 1800s until quite recently.

While there have always been critics who questioned this view (e.g., Bart-
lett, 1932), it was not until the late 1960s and early 1970s that naive realism
was finally overtaken by what now might be called ‘‘naive constructivism.”’
Although not identical to information processing, constructivism was fueled
by the information-processing approach to cognition. In the view of many
psychologists, the central feature of memory is rapid decay of information
in the physical stimulus unless it is recoded. Recoding is viewed as a series
of processes in which earlier products are discarded as successively higher
recoding operations take place. For example, visual features detected by
feature detectors become letters, letters become words, and words become
meanings. The idea of recoding can be extended so that the highest levels
of code are “‘holistic ideas’” or ‘‘propositions’’ arranged according to fa-
miliar ‘‘schemata.”” From this viewpoint, the representation of a complex
event is a highly abstract, ‘‘constructed’’ representation and one that is not
necessarily veridical or true to reality. In the constructivist view, we do not
remember what we saw, but what we thought.

Neither of these approaches can account for all of the data. People do
embellish information and then sometimes mistake their embellishment for
fact (e.g., Johnson, Bransford, & Solomon, 1973); at the same time, very
specific sensory detail appears to be preserved in memory (e.g., Hintzman
& Summers, 1973). Naive realists did not generate theories that could easily
account for the sometimes dramatic errors and distortions in memory. Na-
ive constructivists have not generated theories that can easily accommodate
the sensitivity and sometimes remarkable accuracy of the memory system.
In MEM, both accurate and inaccurate memory are consequences of a sys-
tem that evolved for mulitiple functions.

A basic idea represented in the MEM model is that multiple functions
are very likely accomplished by a memory composed of independent, in-
teracting subsystems. In MEM, there are three major subsystems, the sen-
sory system, the perceptual system, and the reflection system. The first two
abstract, store, and revive external, perceptually derived experiences, and
the third creates, stores, and revives internally generated events (Johnson
& Raye, 1981).}

'1 should acknowledge at the outset that the boundaries between the sensory, perceptual,
and reflection subsystems are not clear. However, I think these subsystems comprise useful
“‘fuzzy sets’’ for organizing findings, hypotheses, and speculations. .
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Each of the subsystems is specialized for a number of functions, for ex-
ample, the sensory system for detection of stimuli and the development of
certain sensory-motor skills, the perceptual system for identifying relation-
ships among objects and recognizing the familiar, the reflection system for
planning and for voluntary recall of events. A particular event may be pro-
cessed by all subsystems, creaiing memory traces, or ‘‘entries’’ in all sub-
systems (see Fig. 1). If you stare at Fig. 1, it reverses in Necker-cube fashion:
each of the subsystems overlaps with the other and each can be seen as in
front, in back, or in the middle. As this characteristic of the figure suggests,
the various systems interact continuously. The subsystems should be imag-
ined as working more or less simultaneously rather than serially; they are
more like light filters responding to different aspects of experience than
stages in a transformation.

To illustrate the idea of multiple entries, consider the activity of learning
to play tennis. This is a complex skill in which various components are
probably largely mediated by different subsystems: learning to anticipate
the trajectories of tennis balls is a sensory function; learning to see relations
among the opponent’s position on the court, posture, and racket. orienta-
tion that signal his or her probable shot (lob, down the line, etc.) is a per-
ceptual function; learning to recognize the opponent’s strategy or to plan
one (vary pace, baseline game, etc.) is a reflection function.

Consider the activity of reading a story. Sensory processes create sensory
entries that reflect the configuration of light and dark on the page, and the

Stimulus-driven

Perceptual motor skills
threshold
Sensory
tdentification
of degraded X X X
stimuli xxx Generative
% X motar skills
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Recognition
Perceptual
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Fig. 1. A particular event creates entries in three subsystems of memory, sensory, percep-
tual, and reflection. The shading indicates activated entries; the darker the shading the greater
the likelihood that the activation will recruit attention. Various memory tasks are listed near
the subsystem(s) that they are most likely to draw upon.
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visual scanning operations induced by this configuration as various parts
of the stimulus are localized and figure-ground relations emerge. Percep-
tual processes create perceptual entries that reflect specific instances of
identifiable patterns, for example, words and phrases in a particular type-
face, in a particular spatial arrangement on the page. In addition, reflective
entries preserve a record of internally generated thought processes such as
imaging, drawing inferences, and other embellishing. Later, subjects might
show reduced perceptual thresholds for words in the stories, be able to dis-
criminate exact words from paraphrases in a forced-choice recognition test,
and yet produce pragmatic inferences in recall (i.e., claim that they read
information that they only inferred). These results are not contradictory;
they are all possible because memory is a multiple-entry system.

We have evolved memory structures that tie us to reality in fairly direct
ways through our sensory and perceptual systems. These systems allow us
to detect highly probable recurrences and invariants (Brunswik, 1956; Gib-
son, 1966) in an external reality to which we must adapt. However, we also
have evolved mental structures that allow us to produce and retain a *‘self-
generated”’ reality as well. These allow us the independence from ongoing
perceptual stimulation that is necessary for anticipating, drawing infer-
ences, reminiscing, planning, and otherwise manipulating ideas. The bene-
fits of the reflection system for creative invention are clear, but we pay
for them. The cost is occasional confusion between the real and the imag-
ined in memory (Johnson & Raye, 1981).

In general, failure on a memory task does not necessarily imply a loss of
information from memory. Different memory tasks.draw differentially on
different subsystems in MEM; hence, an entry not revealed by one memory
task may be revealed by another. This means that while subsystems interact
continually, different subsystems may predominate at different times.

The memory subsystems also interact with attention mechanisms. At any
given moment, only part of memory (potentially consisting of entries and
functions from all subsystems) is activated—this is ‘‘activated memory.”’
Only a subset of activated memory receives attention, that is, reaches
awareness. Information within and between the different subsystems differs
in ability to recruit attention; thus, some entries inhibit others from gaining
attention.

These ideas are represented graphically in Fig. 1. They are developed in
more detail in the body of the article, along with a consideration of the
way in which MEM relates to certain other issues, for example, emotion
and memory, semantic versus episodic memory, and amnesia. I shall begin
with a brief characterization of each subsystem and then consider evidence
bearing on differentiating among them.
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B. THE REFLECTION SYSTEM

The term ‘‘reflection’’ is taken from the British philosopher, John Locke,
who suggested that our knowledge originates from two sources, experience
and reflection. In MEM, reflection is the active thinking, comparing, and
judging function of the mind. It includes planning, creating images, or-
ganizing, elaborating, rehearsing—the processes emphasized by cognitive
theorists. What these processes all have in common is that they are gen-
erated by the subject. Compared to sensory and perceptual processes, they
depend less on immediate perceptual data. The reflection record preserves
our interpretation of and ‘‘commentary’’ on perceptual events, our fan-
tasies, efforts to understand, and our attempts to control what happens to
us.

Many activities that we must perform without the support of external
stimuli depend heavily on the reflection record. For example, the reflection
system allows us not only to generate hypotheses, but to keep track of the
ones we have already tested and evaluate new ones in light of prior evidence
and goals (e.g., Levine, 1966; Newell & Simon, 1972). It allows us to con-
struct mental maps and other representations of related facts and use them
to guide actions or responses in memory tests (e.g., Bransford, Barclay, &
Franks, 1972; Levine, Jankovic, & Palij, 1982). The reflection system helps
us to find relationships between new information and old knowledge so that
we can comprehend and draw inferences (e.g., Bransford & Johnson, 1973;
Kintsch, 1974).

Free recalil of events especially depends on entries in the refiection system.
Reflection processes integrate and organize (e.g., Mandler, 1967; Tulving,
1968) by creating or reactivating relationships between one event and an-
other (e.g., between target items and other information, such as other tar-
gets, elements of the experimental context, or episodic events from the
subject’s life). The associations produced by reflection activities have been
given various names, for example, interitem (Mandler, 1980), contextual
(Jacoby & Dallas, 1981), elaborative (Craik & Tulving, 1975), and vertical
(Wickelgren, 1979). There is considerable evidence that high levels of free
recall depend on such reflective activities (e.g., Bellezza, Cheesman, &
Reddy, 1977; Tversky, 1973).

Not all reflective activities are organizational. Some are less likely to cre-
ate interrelations among events. Covert rehearsal that is not elaborative
(‘‘maintenance rehearsal,”’ Craik & Watkins, 1973) does little to improve
recall, but increases recognition (Glenberg, Smith, & Green, 1977; Rundus,
1977). Thus, recognition can draw on the reflection record, although, as
emphasized in the next section, the perceptual record appears to be partic-

ularly influential in recognition under many circumstances (cf. Mandler,
1980).
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Both elaborative and nonelaborative reflection typically require ‘ef-

fort,” use “‘cognitive capacity,’’ occupy ‘‘attention,” or depend on ‘‘con-

trolled processes’ (Hasher & Zacks, 1979; Kahneman, 1973; Shiffrin &

Schneider, 1977; Tyler, Hertel, McCallum, & Ellis, 1979). However, re-

flection should not be equated with cognitive capacity or attention; many
perceptual processes use capacity or recruit attention as well.

C. THE PERCEPTUAL SYSTEM

The information comprising particular events varies in degree of “‘or-
ganization’’ much as a random dot pattern (e.g., Julesz, 1971) differs from
a meaningful scene (Biederman, Rabinowitz, Glass, & Stacy, 1974; Fried-
man, 1979; Mandler & Stein, 1974) or a fly buzzing erratically around the
room differs from a ping pong game. The distinction between sensory and
perceptual systems in MEM attempts in part to capture this sort of differ-
ence. As the discussion below of the sensory system suggests, random dot
patterns may create permanent memories (Stromeyer & Psotka, 1970), and
you could get better at tracking the fly; however, phenomenal experience,
including the sort of remembering that is associated with a sense of past-
ness, is ordinarily dominated by the more organized products of the per-
ceptual system. That is, perceptual functions give our experiences the
characteristically organized and relational quality that they have, qualities
‘emphasized by the rationalist philosophers (e.g., Descartes and Kant) and
Gestalt psychologists (cf. Goldmeier, 1982).

Perceptual functions involve both innate and learned ways of organizing
stimuli. For example, certain innate, automatic coding categories or pro-
cesses may register experiences as ‘‘causal,”’ or ‘‘similar,”” or ‘“‘symmetri-
cal,”” or, in the case of humans, as ‘‘face-like,”” or “‘language-like.”” Other
temporal and spatial aspects of experience might be given by innate qualities
of perceptual functions as well. The fact that elements are near each other
or have common fate would automatically make them cohere into orga-
nized percepts. Learned perceptual categories build up with experience as
well. Hence, at some time we begin to perceive whole words, rather than
individual letters, etc.

The perceptual record is particularly important in accounting for the stor-
age of complex patterns and in producing a sense of familiarity, that is, the
sense of having seen something before. Perceptual entries create and are in
turn guided by schemas or mental structures (Hochberg, 1981). However,
these are perceptual schemata and should not be too casually equated with
other sorts of mental contexts (Bransford & Johnson, 1973), schemata
(Bartlett, 1932) and scripts (Schank & Abelson, 1977) that have been shown
to infludpce memory, and are much more likely to involve reflective pro-
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cesses. The point is important because current textbooks tend to stress find-
ings suggesting that memory is based only on meaning and not on perceptual
characteristics of stimuli, but this is not the case. People are better at rec-
ognizing that they have seen words before if the typeface in which the words
are displayed on the test is exactly the same as the typeface in which the
words were shown originally (Hintzman & Summers, 1973). The same is
true for auditory features—subjects are better able to recognize a word they
heard before if it is spoken in the same voice on the test (Craik & Kirsner,
1974; Geiselman & Bjork, 1980). For prose material, originally presented
sentences can be discriminated from paraphrases over intervals at least as
long as a week (Bates, Masling, & Kintsch, 1978; Dorfman, 1979; Keenan,
MacWhinney, & Mayhew, 1977; Kintsch & Bates, 1977). Memory for exact
wording and specific details has been reported many times (e.g., Hasher &
Griffin, 1978; Tyler & Ellis, 1978; Tzeng, 1975), even for situations very
like those originally interpreted as refutations of verbatim memory (e.g.,
Bransford & Franks, 1971; Sachs, 1967). This sensitivity of memory to rep-
etition of surface features and specific detail challenges the view that all we
store are abstract ‘‘meanings.”” Specific perceptual aspects of events are
stored as well. -

D. THE SENSORY SYSTEM

It has often been proposed that sensory information that is not encoded
beyond the sensory level is rapidly lost (e.g., Atkinson & Shiffrin, 1968;
Broadbent, 1958; Craik & Lockhart, 1972; Neisser, 1967; Sperling, 1960).
An experiment by Turvey (1967) using the Sperling task illustrates this view:
on each trial, subjects received a 50-msec exposure of a 3 X 5 matrix of
randomly selected digits. The subjects were cued with a tone to recall one
of the three rows of digits. One matrix was repeatedly interspersed among
the others, but recall was not significantly better on tests involving the re-
peated matrix than on tests involving nonrepeated matrices. Turvey (1967)
suggested that the Sperling task produces preperceptual traces that ‘‘should
be excluded from the domain of memory (p. 292).”

In contrast, MEM assumes that elementary sensory information is stored
in a permanent form. However, ‘‘stored’’ does not necessarily imply that
an entry is accessible to voluntary recall processes. Changes in memory as
a function of experience may reveal themselves in some tests, but not oth-
ers, for example, in reduced perceptual threshold or faster processing (e.g.,
in lexical decision or naming tasks) but not recognition, or in recognition
but not recall (Johnson, 1977). According to MEM, performance on recall
tests is particularly dependent on prior reflection. The Sperling procedure,
involving brief presentations and massive interference from recombinations
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of the same items, obviously is designed to prevent reflection activities. Yet,
with enough repetitions, even in this task recall does improve (Merluzzi &
Johnson, 1974). Tests other than recall, however, should be more sensitive
to effects of prior sensory processing. This prediction receives support from
an experiment by Kunst-Wilson and Zajonc (1980). They found that sub-
jects liked previously presented random polygons better than new ones, even
though the prior exposure duration of the ‘‘old’’ polygons was only 1 msec!
This result contradicts the idea that brief exposures that presumably pro-
duce only sensory processing have only transient consequences, and sup-
ports the idea that a sensory record is created by such sensory processing.

There is other evidence that relatively ‘‘low-level’”’ processing leaves an
entry. For example, Haber and Hershenson (1965) showed that subjects’
ability to identify a word increased over trials even though the duration of
presentation on each trial was briefer than what would be necessary to iden-
tify the word on the first trial. People are faster in deciding a letter string
is a word the second time it is presented, and the facilitation is greater when
the word is presented in the same modality (e.g., visual-visual rather than
auditory-visual) on both occurrences (Forbach, Stanners, & Hochhaus,
1974; Kirsner & Smith, 1974; Scarborough, Cortese, & Scarborough, 1977).
Evidence continues to accumulate showing that relatively ‘“shallow’’ levels
of processing produce quite long-lasting consequences in memory (Jacoby
& Dallas, 1981). Further demonstrations of memory for specific aspects of
events await only the application or development of more sensitive memory
tests (Johnson, 1977).

The sensory system in MEM is presumed to be sensitive to quite elemen-
tary properties or changes in the stimulus array. Just what these sensory
properties are remains to be clarified. Some suggestions are made in the
next section. However, it is clear that we shall not look for them unless we
propose that they are there. In addition, those properties that create mem-
ory entries will probably have to be specified for each sensory system in-
dividually.

Whatever these properties, the fact that they accumulate in the sensory
system allows us to get better with experience at dealing with stimulus infor-
mation of which we are rarely, if ever, aware. Sensory properties allow us
to know that an event has occurred without necessarily knowing what the
event was. Furthermore, the sensory system is probably involved in estab-
lishing associations or schemata relating stimulus properties and some re-
sponses, for example, between the sounds that we make and articulatory
movements that produce them. In general, the sensory record probably plays
a large role in improvements in various motor skills, such as developing
hand-eye coordination, learning to make appropriate postural adjustments
to changes in externai cues, adjusting to weightlessness, improvements in
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tracking tasks, and other largely stimulus-driven tasks (e.g., Kowler & Mar-
tins, 1982). In short, information that is not accessible to voluntary recall
and not necessarily recognizable as comprising familiar patterns can be ex-
tremely useful information in that it can support the performance of rather
complex skills. The sensory record preserves and accumulates such infor-
mation.

E. DIFFERENTIATING AMONG SUBSYSTEMS

The difficult problem is to analyze the memory system into component
processes. How many different processes do we need? Surely we need more
than one undifferentiated process, but not a separate process for every
unique event. We need a way of classifying or grouping some processes
together because they have something in common. One classification scheme
is suggested by MEM; processes are grouped into the major categories of
sensory, perceptual and reflective; within each of these are subprocesses,
for example, seeing, hearing, planning, and comparing, and each of these
could be further subdivided.

Unfortunately, we cannot simply classify these systems in terms of tasks
because performance in almost any task will be supported by more than
one subsystem. For example, there are sensory and perceptual components
in tasks that we think of as largely reflective (e.g., reading and speaking),
and there are reflective components in tasks we think of as largely sensory
and perceptual (e.g., playing tennis and driving). To fully characterize
learning and memory in such complex situations would require an under-
standing of the way that separate subsystems work, the way that they in-
teract, and the way that their interaction changes with practice. For example,
reflection may help define perceptual patterns to look for, but after ex-
tended practice, perception in terms of these patterns may proceed without
reflection.? However, although the job of disentangling sensory, percep-
tual, and reflection subsystems is difficult, there is some reason to believe
that thinking in terms of these subsystems might result in a useful concep-
tual framework.

1. Evidence from Studies of Cognition

Several lines of evidence suggest that it is reasonable to categorize mem-
ory functions and records in terms of the subsystems proposed in MEM.

*An arrangement in which different subsystems had substantial amounts of independence
would be especially valuable for doing more than one thing at a time (e.g., chewing gum,
driving a car, and rehearsing the day’s lecture).
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First, while reflectively generated (e.g., imagined) and externally derived
(perceived) events are clearly similar, they are not exactly the same. If you
take fairly clear cases of perceived and imagined events, such as a visually
presented picture and an imagined picture, the features do not seem to be
equally distributed across perceived and imagined memories. For example,
memories of perceptions typically have more specific sensory features than
memories of imaginations, and imagination creates a more embellished rec-
ord of the operations involved in generating the image. These differences
can be used by subjects to discriminate between perceived and self-gener-
ated events in memory (‘‘reality monitoring,”” Johnson & Raye, 1981). If
you make imagined events more like perceptual events by increasing their
sensory-perceptual characteristics (e.g., Johnson, Raye, Wang, & Taylor,
1979; Foley & Johnson, 1982) or by decreasing the reflective operations that
went into producing them (Johnson, Kahan, & Raye, 1981; Johnson, Raye,
Foley, & Foley, 1981), you will decrease the accuracy of reality monitoring.
Thus, as shown in Fig. 1, reality monitoring draws on both perceptual and -
reflection records.

The present model, along with the reality-monitoring model, provides a
resolution of the controversy between realists and constructivists: both per-
ceptual and reflective entries are preserved. A test drawing on the percep-
tual system is likely to yield evidence for physical features; a test drawing
on the reflection system is likely to yield the sorts of omissions, elabora-
tions, and distortions introduced during reflection. Failures in reality mon-
itoring will sometimes lead people to treat reflective entries as if they had
been perceptions, and vice versa (for a description of decision processes
involved in reality monitoring, see Johnson & Raye, 1981; for a review of
evidence related to the realist/constructivist controversy, see Alba &
Hasher, 1983). As a task, reality monitoring can potentially help to illu-
minate the similarities and differences in entries derived from perception
or generated via reflection because it explicitly requires discrimination be-
tween the two.

Second, the subsystems can at least partially be dissociated on the basis
of the patterns of relationships among various memory tasks. If we were
dealing with a unitary memory system in which information existed only at
various levels of strength, some memory tests would appear easier than oth-
ers because they would have lower thresholds for successful performance.
However, overall, particular variables should have the same effect on per-
formance on all measures. Furthermore, any memory that exceeded the
threshold for a more difficult test should exceed the threshold for an easier
test. Both of these criteria for a unitary. system can be shown to be false.
For example, reality monitoring is not necessarily correlated with measures
of recall or recognition (Johnson & Raye, 1981). Furthermore, recognition
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almost always increases with frequency of occurrence, and recall often does
not. In fact, measures of cued recall and recognition for the same items
indicate that success on one task is largely independent of success on the
other, suggesting that different features are sampled by the two memory
tasks (Flexser & Tulving, 1978). This independence is consistent with the
suggestion made above that recall draws heavily on the reflection system
while recognition draws heavily on the perceptual system. Not only are
recognition and recall at least partially independent, but measures of
recognition and measures related to perceptual threshold also appear to
show some independence (Jacoby & Dallas, 1981). This would be expected
if threshold tasks draw heavily from the sensory system and recognition
tasks from the perceptual system.

Third, it is possible that selective attention tasks can be developed to help
illuminate the difference between the sensory and perceptual systems. For
example, Rock and Gutman (1981) showed subjects a series of overlapping
green and red nonsense figures and asked the subjects to attend selectively
either to the green figures or the red figures. On a later recognition test,
subjects could not distinguish the unattended shapes from other, similar
shapes. Rock and Gutman (1981) use these data to make the point that
perception of shape requires attention: ““Phenomenal shape entails an ap-
prehension by the observer of the exact spatial interrelationships of the parts
of the figure to one another and of the relationships of these parts to the
up-down, left-right spatial coordinates (p. 282).”’ It would also be con-
sistent with the present model if objects seemed familiar only if they had
been a phenomenal object in the past in the sense described by Rock and
Gutman (see also Hochberg, 1971); the sort of processing that produces a
unique and organized whole would be characteristic of the MEM perceptual
system. As has already been suggested, successful recognition that an object
has occurred before very likely depends on perceptual entries. Equally im-
portant, however, is that in a subsequent experiment by Rock and Gutman
specifically designed to discover what, other than shape, might have been
processed, subjects did remember some things about an unattended fig-
ure—the size, whether its shape was open or closed, and whether the con-
tour of the shape was a continuous line, a dotted line, a dashed line or
composed of small xs. Rock and Gutman (1981) proposed that there was
‘3 failure of form perception simultaneous with successful perception of
other properties of the object” (p. 283). It is possible that these other prop-
erties were picked up by what in MEM is called the sensory system.

Similarly, Treisman and Gelade (1980) have proposed that there are a
number of elementary dimensions including orientation, brightness, direc-
tion of movement, and texture segregation or figure-ground grouping that
are combined to produce conscious percepts. These elementary dimensions
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‘are the sorts of properties proposed here to be included in the MEM sensory
system. The present framework proposes, in addition, that sensory entries
accumulate over successive occurrences and that they can enter into func-
tional associations with other stimuli and responses, including movement
and emotions.

In summary, while there is still much to be done in the way of establishing
criteria for deciding when we are dealing exclusively (or even primarily) with
one subsystem in memory and not another, the present framework provides
a vehicle for organizing some of the available evidence and for suggesting
further lines of research. Without further work, only a tentative grouping
of tasks that might help us explore characteristics of the various subsystems
can be offered. Tasks that appear to reflect the influence of the sensory
record include measures of the effects of prior exposure on perceptual
threshold or identification of very briefly presented stimuli (J acoby & Dal-
las, 1981), on identification of degraded stimuli (Warrington & Weiskrantz,
1970), lexical decision (Scarborough et al., 1977), naming (Durso & John-
son, 1979), and the development of preferences (Kunst-Wilson & Zajonc,
1980). Selective attention tasks (e.g., Rock & Gutman, 1981; Treisman &
Schmidt, 1982) are promising as well.

Properties of the perceptual record are likely to influence performance
in recognition tests involving complex stimuli, for example, sentences
(Keenan et al., 1977), pictures (Biederman ef al., 1974; Tulving, 1981), faces
(Light, Kayra-Stuart, & Hollander, 1979), and nonsense forms (Rock &
Gutman, 1981). The characteristics of the perceptual record in memory
might also be clarified by studying “‘implicit learning’’ (Reber & Lewis, 1977)
and the development of perceptual categories (e.g., Cerella, 1979; Herrn-
stein & deVilliers, 1981; Posner & Keel, 1968) and their role in the memory
of experts (e.g., Chase & Simon, 1973). Memory for perceptual information
also can be assessed fairly directly, for example, by testing what subjects
remember about the color (Nilsson & Nelson, 1981) or location of items
(Johnson, Raye, Foley, & Kim, 1982; Rothkopf, 1971).

One of the major messages of cognitive research has been the importance
of what are here called reflective activities in remembering, and the free
recall task has been particularly revealing in this regard (e.g., Bartlett, 1932;
Bower, 1972; Mandler, 1967; Tulving, 1968). The properties of reflective.
entries have been explored in the context of studies of cognitive maps (e.g.,
Hanley & Levine, 1983) and other representations constructed from sequen-
tially presented information (e.g., Bransford ef al., 1972), and in studies of
integration (e.g., Loftus, 1975), imagery (e.g., Paivio, 1971), and of the
role of inferential processes, schemata and scripts (e.g., Bower, Rlack, &
Turner, 1979; Bransford & Johnson, 1973). There have been relatively few
attempts to explicitly compare the properties of memory entries created by
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reflection and those created by perceptual processes (e.g., Jacoby, 1578;
Johnson & Raye, 1981; Peterson, 1975; Slamecka & Graf, 1978), but this
provides a potentially powerful way of exploring characteristics of reflective
entries. :

2. Neuropsychological Evidence

The general scheme proposed in MEM also finds some support from re-
search in neuropsychology. Some cortical zones are composed of neurons
that are responsive to a specific sensory modality. Lesions in these areas
produce fundamental sensory losses, such as the absence of sensation in an
area of the visual field (scotomas). Other zones are also modality specific,
but synthesize sensory input into more complex relations. Lesions in these
areas produce agnosias, ‘‘the inability to combine individual impressions
into complete patterns’’ (Kolb & Whishaw, 1980, p. 194). For example,
Luria (1973) showed a patient a picture of a watch with several lines su-
perimposed over it. The patient said it was a ‘‘chick hatching from an egg
and some funny circles.”” It is as if the patient was basing an interpretation
on some physical features of the stimulus, but suffered a severe disruption
of the ability to resolve relational aspects of the picture. In still other zones
‘“‘sensory modalities overlap, enabling the sensory systems to integrate their
input and to work in concert with one another and with information already
stored in the nervous system’’ (Kolb & Whishaw, 1980, p. 244). Lesions in
these zones disrupt cross-modality matching, for example, identifying the
unfamiliar object in a visual array that is the same as an object you feel
with your hand but that you are not allowed to see. These lesions do not,
on the other hand, disrupt basic vision, hearing, or somatic sensation.

There are other lines of neuropsychological evidence suggesting that dif-
ferent aspects of perception are mediated by different anatomical systems:
in vision, the detection of intensity and location seem to be a function of
one system, whereas pattern discrimination seems to be a function of an-
other. For exampile, experiments with monkeys, rats, and hamsters indicate
that lesions of the visual cortex disrupt pattern discrimination but not dis-
crimination among lights differing in location. On the other hand, lesions
of the superior colliculus disrupt localization, but not pattern discrimina-
tion (Schneider, 1969). The ‘‘fibers leaving the colliculus appear to connect
with the motor control system for eye movements, head orientation, and
postural adjustments’’ (Lindsay & Norman, 1977, p. 77). Patients have been
reported who could grasp moving objects and report the direction of mo-
tion while at the same time claiming that they did not ‘‘see’’ the object
(Weiskrantz, Warrington, & Sanders, 1974). ‘

The point here is not to suggest that the sensory system and perceptual
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system can be equated with the specific brain structures mentioned above,
but rather to point out that some aspects of perception function in the ab-
sence of others. This indicates that perception, even within a single modality
such as vision, is composed of component processes with some degree of
modularity. Thus, the conceptual division of perceptual memory into the
subsystems used in MEM is at least physiologically plausible. Furthermore,
both the physiological data and results of cognitive studies provide some
reason te group together the detection of changes in brightness and ele-
mentary figure-ground relationships, localization of stimuli, and some basic
motor functions in one system (sensory), and the detection of relational
attributes, complex pattern perception, object identification, and familiar-
ity in another system (perceptual). In a later section, evidence about am-
nesia patients will be discussed that is consistent with the idea that a third
system (reflection) is largely responsible for establishing the conditions of
voluntary recall and relating events to personal identity.

F. ACTIVATED MEMORY AND ATTENTION

Cognitive activities such as perceiving, thinking, or remembering create
patterns of neural activation in the brain. This ongoing activation is some-
times called short-term memory, working memory, or activated memory.
In MEM, activated memory consists of currently activated information from
all subsystems, sensory, perceptual, and reflection. Activated memory is
created by ongoing entry processes. But we are not equally aware of all

activated entries; only a subset receive conscious attention (e.g., Posner,
1978).

1. Attention and Acquisition

Some investigators have proposed that only what is attended to or sub-
jected to controlled processing is stored permanently in long-term memory
(LTM) (e.g., Broadbent, 1971; Shiffrin & Schneider, 1977). In contrast,
MEM proposes that whatever is processed by a subsystem is entered into
the corresponding record.

 Several different types of findings have been taken as evidence for the
idea that storage depends on attention; however, an argument can be made
that this evidence has either been contradicted by other findings or does
not constitute the most stringent test of the attention-dependent storage
hypothesis. :

In studies of memory for prose, people typically remember general ideas
better than exact wording (Bransford & Franks, 1971; Sachs, 1967). Be-
cause it is reasonable to assume that people pay attention to meaning and
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not to physical characteristics of the words that convey the meaning, such
findings have been used to support attention-dependent storage (Shiffrin &
Schneider, 1977). However, as mentioned previously, more recent evidence
(e.g., Hasher & Griffin, 1977; Keenan et al., 1977; Kintsch & Bates, 1977;
Tyler & Ellis, 1978; Tzeng, 1975) shows considerable retention of specific
detail, including exact wording, in memory for prose.

The results of studies in which orienting tasks are used to specifically
direct attention to one attribute or another (e.g., sensory versus semantic
or color versus form) of events suggest a similar conclusion. While what is
attended to is usually remembered best, attention directed at a particular
stimulus feature does not eliminate encodings based on other features. For
example, Nelson and Walling (reported in Nelson, 1979) demonstrated that
biasing a sensory encoding of a target word by presenting it with a rhyming
context word (TOWER-FLOWER) did not eliminate the effectiveness later
of semantic cues (ROSE) on a recall test.

Some of the most compelling evidence for the attention-dependent stor-
age position comes from studies using the dichotic listening technique. When
subjects shadow information presented to one ear, their memory for in-
formation presented to the other ear may not be above chance, even for
items repeated several times in the unattended ear (Moray, 1959). One ex-
planation is that such stimuli contact a representation in LTM, but are fil-
tered out by preattentive processes and hence do not leave a trace of their
occurrence. In the multiple-entry model, these are stimuli that become part
of activated memory, but that do not recruit attention; they are ‘‘nonat-
tended’’ stimuli, but they are entered in memory.

According to MEM, both subthreshold perception (in the sense of acti-
vated but not attended to) and subthreshold reactivation (memory revival)
should have consequences for thought and behavior (see also Erdelyi, 1974).
Furthermore, these consequences are viewed as permanent, not transient;
for example, they should cumulate over successive subthreshold occur-
rences (e.g., Haber & Hershenson, 1965). Admittedly, there is not much
evidence for this proposition. However, investigators have used relatively
insensitive tests (recall and recognition) to look for memory for unattended
information. Unattended information is not reflected upon and therefore
would not be expected to be recalled. To the extent that reflective processes
_ play some role in recognition, or to the extent that recognition depends on
prior phenomenal perception, recognition would be poor as well. However,
automatic activation of pathways (Posner, 1978), or sensory and perceptual
processes that are stimulus driven (Norman & Bobrow, 1975), whether or
not the subject attends, should create entries in memory. Thus, tests that
are more likely than recall or recognition tests to draw on these entries,
such as measures of perceptual threshold or processing time in lexical de-
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cision or naming tasks, should detect prior exposure to unattended infor-
mation.? ' .

Along these lines, evidence is accumulating that information that is not
perceived in the sense of consciously identified can affect subsequent
processing. For example, subjects in a lexical decision task are asked to
press one button if a word occurs and another if a nonword letter string
occurs. Responses to a word such as docfor are faster if a related word
precedes it, for example, nurse (Mayer & Schvaneveldt, 1976). Facilitation
from related words occurs to about the same degree even if the first, prime
word is masked so that it cannot be identified (Fowler, Wolford, Slade, &
Tassinary, 1981). Similarly, naming a picture is faster if it is preceded by
a related picture, even if the prime picture was presented at an exposure
duration brief enough to preclude identification of the prime (McCauley,
Parmelee, Sperber, & Carr, 1980). These effects are consistent with MEM.
Furthermore, MEM would expect that these effects are not necessarily re-
stricted to a few milliseconds but should persist over substantial intervals
and build up with repetitions. Consistent with this prediction, Wilson (1979)
reported that subjects had a greater preference for melodies previously re-
peated on the unattended ear during a dichotic listening task, compared to
new melodies. .

In addition, Kellogg (1980) makes the important point that the nature of
the new items on a test will influence whether subjects show memory for
unattended information. New items that are very similar to targets will yield
low scores (this is true even for attended information); new items that are
less similar may reveal that some characteristics of the unattended infor-
mation were stored. Kellogg did find significant memory for the class of
faces that had been presented as unattended distracting stimuli during a
mental arithmetic task. A similar conclusion can be drawn from the pre-
viously mentioned study by Rock and Gutman (1981); an appropriate se-
lection of new items (e.g., differing from the target in size) revealed that
subjects stored certain characteristics of unattended visual figures. In short,
it seems likely that if investigators looked for evidence of memory for non-
attended stimuli with more sensitive tests, they would find it.

Finally, as another argument against attention-dependent storage, con-
sider complex tasks such as playing a piece on the piano, typing, reciting a

'Eich (1982) has recently reported evidence consistent with the present prediction. Subjects
shadowed a passage presented in one ear while two-word phrases (e.g., taxi fare) were
presented in the other ear. Later, subjects were not able to recognize words presented in the
unattended ear. However, the results of a spelling test indicated that the unattended infor-
mation had been stored; compared to unpresented control words, subjects were more likely
to spell homophones (e.g., fair/fare) in the way consistent with the interpretation that had
been biased by context during presentaiion in the unattended ear (e.g., taxi fare).
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poem, baking bread, or reading. With extended practice, such activities be-
" come relatively ‘‘automatic’ in that they can be done while other “‘sec-
ondary’’ tasks are performed also (e.g., Spelke, Hirst, & Neisser, 1976).
Extended practice beyond the point of ‘‘mastery’’ when performance is al-
ready largely ‘‘automatic,” that is, overlearning, very likely continues to
have effects (e.g., Bahrick, 1982). Theoretically, these effects in memory
should show up as continued reduction in response times even after the trial
of last error, reduced forgetting over long intervals as measured by savings
methods (Ebbinghaus, 1885/1964; Nelson e al., 1979), or as increases in
the difficulty of the secondary task that can simultaneously be performed
along with the primary task. Any of these findings would constitute evi-
dence that events that do not require attention are nevertheless stored.

The question of attention-dependent versus attention-independent stor-
age is related to the more general issue of whether there is a separate ‘‘mem-
ory mechanism’” that is added to perceptual or self-generated experience in
order to “‘store’’ it. That is, do we perceive and think by some mechanisms
and have memory established by others (e.g., a ““Now Print’’ mechanism,
Brown & Kulik, 1977)? In MEM, the processes that produce perception and
thought result in changes in potential future perception and thought (i.e.,
produce entries); there is no separate storage mechanism.

2. Priority of Access

An important issue for memory theories is specifying conditions affecting
the relative availability of entries, and predicting the situations in which we
are influenced by some but not other entries. For example, one task for
theories of atfention is to specify the mechanisms by which some entries
recruit attention while others do not (the problem of “‘selection’’). Models
of attention have tended to concentrate on selectivity of response to external
stimuli during ongoing perception or comprehension. However, it is equally
important to account for selectivity of response to internally cued activation
during less perceptual tasks such as reminiscing. In MEM, information from
all memory subsystems is presumed to produce activated memory, but these
entries are not equal in their ability to recruit attention; this varies with
characteristics of the entries, characteristics of the test context, and the state
of the subject.

Access to attention is greatly affected by the general circumstances during
remembering. For example, if you close your eyes and try to remember a
specific event, for example, a party that you attended recently, the recol-
lection will very likely be dominated by what you did and thought rather
than by what you saw and heard (assuming, of course, that you were an
active participant during the party) (Johnson, Raye, Foley, & Foley, 1981;
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Keenan et al., 1977; Raye, Johnson, & Taylor, 1980; Slamecka & Graf,
1978). Activated information from the reflection system has priority, in-
dicated by the darker shading in Fig. 1. Information from the perceptual
system has somewhat less priority, and information from the sensory sys-
tem is still less able to gain attention, or can only do so under special cir-
cumstances.

Of course, attention can be recruited by a sufficiently “rich’’ perceptual
record. And, of course, perceptual input at the time of the memory test
would also increase the availability of the perceptual record; hence, rec-
ognition tests are typically more sensitive than recall tests to physical fea-
tures of events. Also, increasing the salience of perceptual features by
making targets and distractors more similar may improve recognition under
some circumstances (Tulving, 1981), as may activating related perceptual
information in memory (Malpass & Devine, 1981). However, in the ab-
sence of specific perceptual stimuli, as is often the case during recall, our
consciousness is dominated by the reflection record. It is not that sensory
and perceptual information fades, but rather, according to MEM, that it
is inhibited by information from the reflection system. The sensory and
perceptual systems are ‘‘low-access’” systems to voluntary processes. Under
some conditions, the inhibition from the reflection system might be lifted,
allowing entries from sensory and perceptual systems to have more influ-
ence, and perhaps accounting for sudden vivid recollections (Salaman,
1970), eidetic imagery (Stromeyer & Psotka, 1970), and some aspects of
hypnagogic images, dreaming, and hallucinations.

The idea that one aspect of cognition might inhibit another has, of course,
been suggested by many investigators working on various problems (e.g.,
Freud, Hughlings-Jackson, and Pavlov). The general concepts of excitation
and inhibition have been basic building blocks in a number of theories of
cognitive function. The mechanisms by which attention is recruited are
probably related to quantitative changes in patterns of excitation and in-
hibition (e.g., changes in intensity, or marked dispersion or specificity of
activation).

- G. STABILITY OF ENTRIES
1. Time-Dependent Processes

There are two time-dependent processes that have been important in
theorizing about memory, decay and consolidation. The multiple-entry
model does not assume that memories decay. Aside from brain damage,
storage is essentially permanent.

Similarly, MEM assumes that beyond the relatively short time it takes -
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for chemical processes in the brain to respond to present external and in-
ternal events, memories do not further consolidate. Electroconvulsive shock
or certain drug treatments have been administered to animals in order to
disrupt a hypothetical consolidation process. However, there is some evi-
dence of spontaneous recovery after such treatments and some evidence
that ‘‘unconsclidated”” memories are made more available by reminders
(e-8., Spear, 1973). These results are consistent with the view presented here
that whatever has been processed has created entries. Furthermore, im-
provements in performance without further stimulus input that suggest a
consolidation process, for example, reminiscence and hypermnesia, would
be the byproduct of further processing (e.g., rehearsal or revival) (cf. Roe-
diger & Payne, 1982) that would not necessarily involve attention.

2. Integration

Some investigators assume that successive external events that are related
create an integrated representation that replaces the individual representa-
tions (e.g., Bransford & Franks, 1971; Loftus, 1975; Loftus, Miller, &
Burns, 1978). In contrast, the multiple-entry model proposes that both the
earlier, individual representations and the integrated, constructed infor-
mation produced by reflection are entered in memory (Johnson & Raye,
1981). Earlier memory entries are not lost by virtue of having been included
in a construction (e.g., Beckerian & Bowers, 1983). This point can be il-
lustrated by considering our everyday use of cognitive maps. Suppose that
you learn your way from your hotel to the conference center by a ‘‘route
map’’ in a strange town. Later, you find your way to the zoo and imagine
a “‘survey map’’ that puts the hotel, conference center, and zoo all in re-
lation to each other. If subsequently, someone asks you the way to the
drugstore, which is located between your hotel and the conference center,
you would not necessarily access your new comprehensive survey map of
the area, but might well access your earlier, more restricted, but still suf-
ficient-for-the-task route map. From the present view, research on condi-
tions affecting the relative dominance of perceptually derived and
reflectively generated information would be interesting.

3. Mechanisms of Forgetting

Assuming that decay and integration are not the major mechanisms of
forgetting, what are? There are many potential mechanisms for forgetting
in a system with essentially stable entries. For example, as previously dis-
cussed, confusion between the perceived and the imagined (failures in real-
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ity monitoring) can introduce distortion and inaccuracy in remembering
(Johnson & Raye, 1981). Interference processes, such as competition and
blocking from more dominant memories within subsystems (McGeoch,
1932) or inhibition from activation from other subsystems, could produce
omissions and intrusions. Clearly, without loss or degrading of entries, for-
getting occurs when the appropriate stimulus conditions are not recreated
(McGeoch, 1932; Tulving & Thomson, 1973). In fact, it could be argued
that other mechanisms of forgetting are special cases of failure to reinstate
appropriate stimuli. For example, consider the case of response com-
petition. Most investigators would agree that responses are associated with
functional rather than nominal stimuli. Consequently, apparent competi-
tion between two different responses to the ‘‘same’’ nominal stimulus may
reflect cue-dependent forgetting (e.g., failure to activate the appropriate
interpretation of a stimulus) rather than direct competition between nom-
inal responses (e.g., Hasher & Johnson, 1975; Hashtroudi & Johnson, 1976).

The critical point is that entries can be relatively stable and yet the system
can yield imperfect memory. Interference may occur at many levels. It may
be quite general (as when one system recruits attention at the expense of
another), more specific (as when some entries have an advantage over oth-
ers within the same subsystem), or even more specific (as when one set of
entries associated with a stimulus are overshadowed by another set asso-
ciated with a similar stimulus configuration). Furthermore, in MEM, ac-
tivation of entries within any particular subsystem depends largely on the
degree to which present stimulus conditions match those coded in the mem-
ory entries. Finally, not all tests are equally sensitive to information stored
in memory (e.g., Bahrick, 1967; Johnson, 1977; Nelson, 1978), nor (as em-
phasized here) are they equally revealing about characteristics of different
functional subsystems.

H. THE CONCEPT OF AN ““ENTRY’’ VERSUS
THE CONCEPT OF ‘“‘THE TRACE”’

Memory theorists often talk about ‘‘the trace.”” For most, this is a short-
hand way of referring to whatever unknown physiological changes underlie
changes in behavior produced by experience. At this extremely abstract level,
there is not much disagreement that traces exist. However, the concept of
a memory trace has been often challenged, primarily because traces tend to
be thought of as ‘‘copies’’ of external events. Furthermore, the concept of
trace tends to be associated with ‘‘episodic tasks’’ rather than ‘‘semantic
tasks.”” The recent surge of interest in knowledge, skill learning, and strat-
egies—the sorts of products of memory that do not appear to be mediated
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by a single episodic experience—has lead some investigators to look for
some metaphor to replace the idea of a trace (e.g., Bransford, McCarrell,
Franks, & Nitsch, 1977).

While there may be general consensus in the field that it is not fruitful
to speak of “‘the”’ trace, this does not mean that there is not ‘“‘any’’ trace.
The point here is similar to Pavlov’s (1932) criticism of Lashley. Lashley
(1930) reported a series of studies showing that rats found mazes more dif-
ficult to learn in proportion to the amount of their cerebral hemispheres
that had been destroyed. Lashley used these data to deemphasize functions
of specific cortical areas in favor of a principle of mass action. Pavlov found
Lashley’s conclusion “‘original’’ but ‘‘quite inconceivable.”” He pointed out
that different receptor systems (olfactory, auditory, visual, cutaneous, kin-
esthetic) are located in different parts of the cerebral hemispheres (along with
possible dispersion of elements from each system throughout the entire mass
of the hemispheres). If the rat draws on all of these receptors in learning
the maze, then destroying any or several of them will hurt performance,
and in proportion to the number destroyed. But it does not follow that there
are no specific entries anywhere. The multiple-entry model assumes a sim-
ilar distinction between localization topologically and localization within
functional memory subsystems.*

According to the multiple-entry model, all events are complex and there-
fore entries are potentially formed in a number of subsystems (sensory,
perceptual, reflection). Our subjective experience when we are remembering
depends on the particular combination of information from all of these
subsystems that reaches activation and, most importantly, attention, at any
given moment. The fact that our subjective experience is a blend of these
factors (i.e., ‘‘cross-modal’’) does not mean that different single entries do
not exist.

Many investigators have emphasized the integrated, holistic qualities of
memories. However, we know that the memory trace for an event is not
typically unitized in any technical sense; revival of one type of information

‘While sensory, perceptual, and reflection subsystems may not be localized in different
places, they might be mediated by different types of structures or processes in the brain. Also,
you might expect different species to have characteristically different relative distributions of
these structures. Thus, a species that was good at recognition would not necessarily be good
at recall and vice versa. It might even be some advantage in accessing sensory and perceptual
entries to have relatively little competition from reflection entries (Shettleworth, 1983). How-
ever, there is no reason to believe that the selective pressures that produced the evidently
“*higher’’ reflection functions would eliminate the structures upon which the sensory and per-
ceptual records and functions depend. In fact, a “multiple-entry’’ memory would be extremely
valuable. Redundant information is, of course, less vulnerable. Furthermore, a malfunction

in one system could perhaps be partially compensated for by the continued functioning of
other processes and records.
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(e.g., semantic) does not necessarily result in revival of other information
(e.g., graphemic). That is, all features are not equally good redintegrative
cues for the whole event, nor are events remembered ‘‘all or none.”” Even
at the same apparent “‘level,’” not all aspects of a memory are activated at
once (Loftus, 1982). Thus, events must create functionally distinct codes
(Posner, 1978) or levels (Craik & Lockhart, 1972) or entries (the present
model). We should keep in mind the distinction between the phenome-
nology of memory, where information from various sources is integrated
and gestalt-like, and the mechanisms of memory, which may include func-
tionally separate systems. In this regard memory is like perception: if we
fell in a pigsty, we would have a unified experience, but we would not se-
riously mean that there were no differences in the mechanisms of seeing,
smelling, touching, and hearing that go into that ‘‘holistic’’ experience.

One advantage of thinking in terms of subsystems is that it helps us imag-
ine the independent operation of different aspects of memory. This poten-
tially may help us organize such diverse facts as the independence of recall
and recognition (Flexser & Tulving, 1978), improvement of amnesics on
motor tasks that they do not remember engaging in previously (e.g., Milner,
1965), and the apparent dissociation between chéanges in reported fear and
changes in responses to feared objects (Lang, 1969).

In sum, there is not one trace from a complex event, but multiple ‘‘en-
tries.”” This is how memory derives its redundancy and flexibility. I have
introduced the term ‘‘entry’’ rather than ‘‘trace’’ to avoid the connotation
of an exclusive concern with externally derived information. In fact, a ma-
jor emphasis of the present model is that self-generated information is a
pervasive and powerful source of entries.

III. The Multiple-Entry Model and Other Theoretical Issues

A. MEMORIES AS RECORDS OF COMPLETE EXPERIENCES

There is a tendency for researchers to characterize memory representa-
tions in terms of abstractions such as ‘‘information’’ or ‘‘propositions.”’
The general idea is that memory representations consist of a ‘“‘deep struc-
ture’’ for events, rather than the events themselves. While useful hypotheses
follow from this approach, such abstractions tend to divorce memories from
the mechanisms by which they were established. The multiple-entry model
adopts the opposite approach emphasized by Johnson and Raye (1981):
memory reflects the origin of information. Memory entries are the records
of the specific processes that created the entries (Kohlers, 1975). Insofar as
different events engage different processes (e.g., seeing a word versus hear-
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ing it versus thinking of it), the memory entries will be different. There is
nothing ‘‘beyond’’ the record of these processes that ‘‘is’’ the memory rep-
resentation.

In addition, cognitive models tend to paint a picture of a complex but
essentially actionless and emotionless subject. However, memory is not
composed simply of ‘‘pure’’ perceptions and thoughts, but includes actions
and feelings as well. The simplest events involve movements and feelings
(if only eye movements and boredom). Furthermore, actions and feelings
are not transient. We are changed (perhaps permanently) as a consequence
of their having happened. For example, such things as posture and mood
are part of an event and may influence our ability to recollect the rest of
the event just as ‘‘semantic’’ cues do (Bower, 1981; Rand & Wapner, 1967).
Therefore, an argument could be made that action and feeling cannot sim-
ply be grafted onto a finished cognitive model, but should be part of its
ongoing development. In MEM it is assumed that all subsystems are in-
volved with the initiation and maintenance of movement and with the ex-
perience and ‘‘reexperience’’ of emotion. However, it is further proposed
that the various subsystems play different roles in action or in emotion. For
example, as mentioned earlier, certain types of stimulus-driven movements
may largely be controlled by entries in the sensory system. Movement in
response to complex stimulus patterns, for example, a skilled musician
reading a piece of music for the first time or a skilled artist drawing ‘‘from
life,”” may primarily involve the perceptual system. Movement that is more
generative, that is, it requires new organization and planning (e.g., choreo-
graphing a dance), is more likely to involve the reflection system as well
(see Fig. 1). Of course, ‘‘control’”’ can be exercised by two or three systems
simultaneously, or pass from one to another in different phases of learning;
however, entries are created and preserved whenever a subsystem has been
involved. Similarly, emotion very likely is influenced by or interacts with
all subsystems. Some further thoughts on emotion and memory are pre-
sented in the next section.

B. EmoTIiON

Zajonc (1980) has suggested that affect does not depend on ‘‘semantic’’
processing. Evidence supporting this idea is that preference judgments can
- be made more quickly than recognition judgments and that preferences build
up with repeated exposure even when the subject does not recognize that
the stimulus has occurred before. However, as Lazarus (1982) has pointed
out; if a serial stage view of information processing (in which meaning is
the end product of a complex sequence of transformations) is rejected, it
is easier to see how cognition could be implicated in emotion with the im-
mediacy and lack of awareness that is seemingly required. In terms of the
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present model, Zajonc’s results suggest that emotion may be differentially
associated with the memory subsystems. In fact, many emotional responses
do seem strongly associated with information in the sensory and perceptual
systems. In these cases, related information from the reflection system typ-
ically produces less emotion when it gains attention. Therefore, when we
voluntarily recall an event, it often has a muted emotional quality. On the
other hand, when we see something that reminds us of the event, such as
a person involved, or the room where the event took place, we sometimes
feel overcome by what appears to be a recreation of the initial emotional
reaction.

What would be the functional value of such an arrangement? As Zajonc
(1980) points out, ‘““Before we evolved language and our cognitive capaci-
ties, which are so deeply dependent on language, it was the affective system
alone upon which the organism relied for its adaptation”’ (p. 170). Clearly,
it would be valuable to have an associative system that would initiate fear
and running the moment a tiger came into view. At the same time, it would
not be very functional if voluntarily thinking of a tiger created the same
emotional responses. If you thought of a tiger while you were planting crops
you might run off and hide; the crops would fail with obvious dire con-
sequences.

One solution would be for evolution to select for an animal that simply
did not think of tigers when they were not present; thus, inappropriate ac-
tions would not interfere with more functional, ongoing, activities. Another
solution would be to select for an animal that could think of tigers without
the full emotional responses that are associated with real tigers. The value
of this second solution is that it would allow you to think of tigers in their
absence in order to plan what to do when they are there (to build a safe
hiding place, to invent a weapon). Such planning is one primary respon-
sibility of the reflection system.

Thus, the ability to ‘‘dispassionately’’ contemplate events has its advan-
tages (although people vary greatly in their ability to do so!). However,
sometimes it is instructive, or useful therapeutically, to remember our emo-
tional responses to specific events, objects, or people. There are probably
more and less effective ways to help someone do this. For example, ““Tell
me how you felt when you realized you hurt his feelings,”” would probably
be less successful than getting the person to first recreate the details of the
event—*“What was the look on his face when you said . . . .”” Through
revival of sensory-perceptual records, the original emotion often follows
relatively automatically. Some emotions, although firmly entrenched in
memory, are not easily accessed voluntarily.’

**‘Delay of gratification’” studies may make a similar point about the importance of sensory/
perceptual stimuli for emotional-motivational responses (Mischel, 1981). The above discussion
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On the other hand, certain emotions (e.g., some types of anxiety or
depression) do not seem to fit the above description. They seem less affected
by the presence or absence of specific, external stimuli, and more dependent
on the nature of reflective activity. It is not that some emotions (e.g., fear)
are inherently “‘in’’ the sensory system and others (e.g., depression) ‘‘in”’
the reflective system. For example, depression and anxiety can be elicited
by actual dreadful circumstances as well as from our misconstrual of (and
“‘compulsing over’’) objectively favorable circumstances (Sampson, 1981).
However, thinking in terms of the MEM model suggests that methods of
accessing and/or influencing feelings may depend on the primary entry sys-
tem to which they are attached (cf. Lang, 1969).

C. OTHER TYPOLOGIES OF MEMORY

The memory system has been divided up in a number of ways in the last
20 years: into sensory buffers, short-term memory (STM), and LTM (At-
kinson & Shiffrin, 1968); by levels of processing (Craik & Lockhart, 1972),
or attributes (Bower, 1967; Underwood, 1969; Wickens, 1970); in terms of
visual and verbal modes of representation (Paivio, 1971); into semantic and
episodic memories (Tulving, 1972); and into the results of controlled and
automatic processes (Shiffrin & Schneider, 1977). :

The multiple-entry model explicitly differs from some of these views, for
example, by denying the assumption of differential permanence of different
types of information in Atkinson and Shiffrin (1968), Craik and Lockhart
(1972), and Shiffrin and Schneider (1977). With respect to other ways of
characterizing the memory system, MEM is more orthogonal than
contradictory. For example, the dual code hypothesis proposes that there
are functionally separate verbal and visual memory systems (Paivio, 1971).
The multiple-entry model emphasizes a different organization of events.
That is, words can be generated internally or perceived from external
sources. In both cases, they will have linguistic properties. Similarly, pic-
tures may be perceived or they may be generated (imaged), and in both
cases they will have pictorial properties, for example, spatial characteristics
(Kosslyn, 1980). However, according to MEM, perceived words and per-
ceived pictures have something in common as well, their external source
and dependence on perceptual processing for establishing representational

Footnote S (continued) .

is related to the general issue of what makes a cognition ‘‘hot”” (Abelson, 1963). Apparently
it is concreteness or specificity, at least in part. That is, a person is not so much angered by
abstractions such as “‘communism,’’ as at their bohemian son who lives in a dusty liouse with
a lot of other people.
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entries. Likewise, generated words and generated pictures have something
in common, their occurrence in the absence of perceptual stimuli and their
. control via reflection mechanisms. Thus, depending on the theoretical prob-
lem being addressed, at one time the visual qualities of an entry might be
important, and at another time its perceptual origin might be important. To
fully specify a ‘‘complete memory,”” many aspects would have to be taken
into account (e.g., Underwood, 1969). However, it does seem possible to
make progress-in understanding memory by pursuing the implications of
each of several different ways of characterizing the memory system.

The multiple-entry model is also orthogonal to the distinction between
semantic and episodic memory (Tulving, 1972). However, how MEM and
the semantic-episodic distinction might fit together will be considered in
the next two sections to help clarify additional ideas embodied in the present
model.

Finally, MEM is particularly compatible with recent work emphasizing
that memory should not be equated with ‘‘awareness’’ (e.g., Jacoby &
Witherspoon, 1982), nor with ‘‘effort’’ (Hasher & Zacks, 1979), and with
approaches that characterize memory in terms of functional systems rather
than in terms of global capacities (Spear, 1983).

1. Generic Memory and the Problem of Abstraction

There are at least two possible meanings of ‘‘semantic.”’ First, the term
semantic may denote having to do with word meanings. Second, the term
semantic is sometimes used to refer to our knowledge of other types of
meaning relations as well. In the multiple-entry model, meaning of this sec-
ond sort is distributed throughout all subsystems, and is not exclusively
associated with one (e.g., a conditioned emotional response is meaningful).
As Hintzman (1978) points out, ‘‘generic’’ memory is probably a better
name for what most people (including Tulving, 1972) mean by ‘‘semantic’’
memory, because most do not limit it to word meanings but include other
sorts of general knowledge (e.g., days are shorter in winter, strategies for
solving problems, etc.).

In the present framework, generic memories are created by sensory, per-
ceptual, and reflection functions. The knowledge represented by generic
memories would not all be available to introspection. Generic memories
consist of well-learned, or readily inferred information; by definition, they
are summations across two or more episodes. They include the rules, sche-
mata, prototypes, and modal or averaged information that create ‘“‘classes’’
or ‘‘categories’’ of events. Perhaps, as Wickelgren (1981) has suggested, all
memories are on a continuum of generic memory; others have made a sim-
ilar suggestion that generic and episodic memories represcnt different types
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of knowledge rather than separate memory systems (McCloskey & Santee,
1981).

A major problem in understanding generic memory is the process of ab-
straction (Brooks, 1978; Herrnstein & deVilliers, 1981; Mervis & Rosch,
1981). :dow are concepts and schemata created? In the present framework,
it seems reasonable to assume that abstraction results from both sensory-
perceptual and reflective processes. Some abstraction will be the by-product
of perceptual experience, based, for example, on frequency of occurrence,
stimulus generalization, and the overlap of activation of features or rela-
tions upon repeated experience with similar events. Such schemata are cre-
ated by processes that are more automatic than consciously constructive.
We might call this ““perceptual abstraction.’’ In contrast, other schemata
are created by processes that are more consciously constructive. These
abstractions will be the product of reflection, the self-generative processes
that involve active search, comparison, analysis, and criticism (‘‘reflective
abstraction’’). From the present point of view, neither type of abstraction
replaces the specific, episodic memories on which they are based, but either
might typically be more accessible than any specific episodic memory.

What is particularly interesting from the present perspective is the
possibility that abstractions created perceptually and those created reflec-
tively might have characteristically different properties, and might be ac-
tivated by different types of cues. Such a difference might help explain why
consciously constructed and maintained views or schemata (e.g., theories)
often seem resistant to counterexamples, and, conversely, why uncon-
sciously abstracted generalized reactions (e.g., fear of furry animals) often
seem resistant to argumentation. The optimum strategy for changing a
schema might depend on whether it is largely perceptually, or largely re-
flectively, based.

2. Episodic versus Personal Memory

In MEM, episodic memories are also created by all subsystems. Episodic
memories are the consequences of unique experiences; each is'distinctive by
virtue of the complex activation pattern created when it was established
(Hintzman, 1976). As Tulving pointed out, part of what makes a memory
seem episodic rather than semantic is that we can remember the time and
place the event occurred (e.g., the word ‘‘table’’ occurred on List A in the
cognition laboratory a few minutes ago). These sorts of contextual features
of episodic memories have sometimes been treated as the defining features
of episodic memories and are at least emphasized by most investigators.

However, a memory may seem episodic even if not well localized in time
and place, for example, when a face in a crowd seems suddenly familiar,
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the familiarity may arise from the distinctive features of the face, not from
the identification of the time and place where it was previously experienced.
Similarly, you might suddenly be reminded of a dream that you had some-
time in the past, and have a vivid sense of some highly particular image,
and yet have no idea when and where the dream occurred. (In fact, you
may wonder if the image did not come from a painting rather than a dream,
after all.) These are instances of what it seems reasonable to call episodic
memories; the sense that they are derived from particular episodes gives us
the feeling that we should be able to recall when and where they were pre-
viously experienced. However, their familiarity and unique, “‘episodic”
character is not dependent on such contextual information. (Déja vu—the
sense of having experienced something before—is an instance of memory
that seems specifically ‘‘episodic’” while time and place information escape
us.)

What makes a memory ‘‘personal’’ rather than simply episodic? Here
the identification of time and place clearly play an important role. How-
ever, temporal and spatial information comprise only a subset of a more
general class of associated information that may personafize a memory.
According to MEM, this more general class of information is created by
reflection activities. These are activities that go beyond immediate percep-
tual processes. They serve to identify relations among events from the past
and the anticipated future of an individual.

A particularly important function of the reflection system is that it helps
create and maintain personal identity or a sense of ‘‘self.”” For example,
creating plans, initiating action, and evaluating events in relation to plans
are the sorts of activities that differentiate the self from the outside world.
They define the self as a locus of power or energy, as a constant in time
and space, as an object in relation to other objects. Consider two different
situations. In Situation A, you anticipate getting hungry, look for food,
prepare it, become hungry, and eat the food. In Situation B, food magically
appears on a random schedule often enough so that you are physically sat-
isfied most of the time. In Situation A, you become an agent acting in and
on the world, with some degree of control over your destiny. In Situation
B, the food is happening to you—it is externally derived and you play no
role in bringing it into existence. Anticipation is not necessary; feedback
loops between acts and consequences are not established (Miller, Galanter,
& Pribram, 1960). The ability to obtain food, and whatever specific skills
and general competence that implies, does not become part of your ‘‘self-
schema’ (Markus, 1977).

In addition to defining the self in relation to possxble acts and conse-
quences, plans serve another important function—they order events. Sup-
pose that you had to determine the relative order of getting hungry and
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obtaining food in the two situations above. It would be much easier to do
this in the case where the two events occurred in the context of a planned
sequence than in the case where they did not.

A similar case could be made for other reflective activities such as search-
ing, comparing, criticizing, and plotting. They relate present events to the
past and future. These reflective processes create a sense of continuity of
experience by explicitly bridging gaps between distinct episodes.

What would happen if these reflective functions did not take place? Ep-
isodic memories would still be established in sensory and perceptual sub-
systems. Similarly, generic memories derived from these episodes via
perceptual abstraction would continue to be established. However, the abil-
ity to voluntarily recall would be severely disrupted because recall depends
greatly on reflection records. Those episodic memories that were remem-
bered, for example, via recognition, while perhaps seeming distinctive or
unique, would be difficult to localize in time and, especially, would not
seem to have specific implications for the ‘‘self.”” They would not have been
related to or embedded in a particular past or future. A pattern very much
like this appears in some cases of clinical amnesia, the topic of the next
section.

D. AMNESIAS
1. Clinical Amnesias

Differences in terminology, style of reporting, and the like make it dif-
ficult to fully integrate work on clinical amnesia and experimental work on
memory (Schachter & Tulving, 1982a). However, a reasonable minimal
requirement of a general memory model is that it not flagrantly contradict
available clinical evidence. More desirable still, it would suggest particular
ways of looking at memory dysfunction and help sharpen the discussion of
theoretical issues. The present model can satisfy, I think, both of these cri-
teria.

Amnesia may be produced various ways—a blow to the head, surgically
induced lesions, brain damage associated with prolonged excessive drinking
(Korsakoff’s syndrome), and functional amnesias precipitated by traumatic
personal events. Amnesias are commonly divided into two major types, ret-
rograde and anterograde. Retrograde amnesia refers to forgetting events
prior to the onset of amnesia; anterograde refers to disruption of memory
for events that occur after the onset of amnesia. While it seems reasonable
to supposc that both types of amnesia might be explained with a common
mechanism (Wickelgren, 1979), there does seem to be some evidence that
the severity of retrograde and anterograde amnesia are not necessarily cor-
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related, and these two types of amnesia may sometimes reflect different
mechanisms (Hirst, 1982; Moscovitch, 1982).

People with anterograde amnesia often have normal immediate memory
spans: they can keep a reasonable number of unrelated iteras in mind as
long as they can keep rehearsing them. However, after a short distraction,
they may not be able to recall any of the information, or in fact, that they
met the experimenter previously or engaged in a memory task.

This pattern of performance seemed at one point to implicate a failure
to transfer information from STM to LTM (Atkinson & Shiffrin, 1968).
The idea that transfer from STM to LTM was disrupted was what might
be called a “‘strong encoding’’ hypothesis. It tacitly assumed that infor-
mation is a homogeneous commodity flowing through the system. A block
should therefore eliminate any memory in such a system.

However, evidence began to accumulate indicating that something of the
experience was stored after all. For example, cues, either in the form of
partially degraded stimuli or the first three letters of words, improve per-
formance (Warrington & Weiskrantz, 1970). Furthermore, amnesics have
shown improvement in tasks such as rotary pursuit, reading mirror images
of words, identifying the objects in degraded pictures, and solving number
sequences according to an addition rule (e.g., see Baddeley, 1982). These
results are hard to interpret if one imagines a disruption in a flow of homo-
geneous information from short-term memory to long-term memory.
Savings in these various tasks indicate that memories are created, even
though subjects do not appear specifically to recall the sessions during which
the memories were created.

A major alternative to the disruption of transfer theory is the retrieval
deficit theory. Warrington and Weiskrantz (1970), for example, suggested
that amnesics suffer during retrieval from increased proactive interference.
The problems with the encoding versus retrieval distinction have been
discussed by Tulving (1979; see also Kinsbourne & Wood, 1982). Basically,
the point is that neither encoding nor retrieval can independently be as-
sessed without the other.

The problem with trying to separate encoding from retrieval effects can
be seen clearly in the present framework. Suppose a patient with Korsak-
~ off’s syndrome cannot recall but can recognize an event. This is not suf-
ficient evidence to conclude that ‘‘the’” memory is there and the problem
is “‘merely’”’ one of retrieval. The event may not have been encoded in such
a fashion as to permit reca/l even in a normal person. That is, it may not
have been entered by the reflection system. As long as it is reasonable to
suppose that different memory tests draw differentially on different sub-
systems, the information that a particular test gives us about memory is
specific to the subsystem that it draws upon.
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A Reflection System Deficit. A kind of ‘‘encoding deficit’’ position
makes sense if we consider the operations needed to engage a subsystem in
the first place. That is, we can meaningfully speculate about deficits of
encoding within a system if systems are defined in terms of these operations.
In this context, it might, for example, be reasonable to propose that Kor-
sakoff patients have relatively intact sensory and perceptual subsystems,
but have an encoding deficit that is primarily associated with the reflection
. subsystem. »

Consistent with this idea is the fact that people with Korsakoff’s syn-
drome do not seem to be able to think of and describe strategies for re-
membering (Hirst & Volpe, cited in Hirst, 1982). When amnesics are
required by an orienting task to respond semantically to target items, their
performance is improved; but they do not benefit more than control sub-
jects do (Cermak & Butters, 1973). From the present point of view, it is
not surprising that inducing item-by-item semantic processing with an ori-
enting task does not eliminate the difference between people with Korsak-
off’s syndrome and normal people. Normal people would be expected to
engage in additional reflective activities that build relations among items or
between items and other potential recall or recognition cues. That is, it
would be difficult to fully equate the reflective activities engaged in by nor-
mal people and amnesics with an orienting task.

Proactive inhibition can also be viewed as an encoding deficit, that is,
as a consequence of poor elaborators (Hasher & Johnson, 1975; Keppel,
1968; Postman & Underwood, 1973). There is some evidence that the qual-
ity of elaborators generated by subjects does decline under conditions of
interference (Hasher & Johnson, 1975). Presumably, the search for effec-
tive elaborators that will withstand increasing interference from other items
is an active, reflective process. Thus increased proactive inhibition in Kor-
sakoff’s patients would be expected.

In sum, the proposition here is that Korsakoff amnesics and other
amnesics do not spontaneously engage in a range of reflection functions
that create a reflection record like the one to which normals have voluntary
access. A number of other recent suggestions for how to characterize the
deficit that produces amnesia similarly converge on initial processing. For
example, it has been characterized as a deficit in semantic processing (Cer-
mak, 1977), a deficit in ‘‘strategic processing’’ (Crowder, 1982), a deficit
in episodic processing (Kinsbourne & Wood, 1982), a deficit in distinctive
encodings (Jacoby, 1982), a deficit in ‘‘vertical processes’ (Wickelgren,
1979), and a deficit in initial learning (Huppert & Piercy, 1982). The lo-
calization of the deficit in the reflection subsystem would be consistent with
many of these suggestions. 4

The same deficit that did not engage reflection functions at acquisition
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would not engage them on a memory test. Hence, even assuming that reflec-
tion could be induced at acquisition, a deficit might still be seen unless
similar operations were induced at recall as well. That is, it is reasonable
to suppose that within subsystems, some kind of encoding specificity holds
(Tulving & Thomson, 1973). To reactivate an entry, you need a sufficient
match between processes at acquisition and processes at test.

While a consénsus seems to be developing that amnesics have particular
problems with the kind of active processing that would be characteristic of
the reflection system, in a recent review of the amnesic literature, Hirst
(1982) seems to come to a quite different conclusion. Hirst places great
weight on data suggesting that amnesics are particularly poor at judging
the relative temporal order of events. Following Hasher and Zack’s (1979)
suggestion that temporal information is encoded automatically, Hirst pro-
poses that automatic coding is disrupted in amnesics.

However, suppose that a substantial amount of temporal information
is not “‘automatically’’ encoded in the sense that it is a fixed trace property.
Suppose instead that temporal judgments depend also on memories created
by earlier reflections. For example, temporal order between A and B would
be specified if you remembered thinking of A when you saw B (when you
saw the movie ‘‘Raiders of the Lost Ark,”’” you thought that you liked it
better than ‘‘Close Encounters’’) (cf. Hintzman, Summers, & Block, 1975;
Tzeng, Lee, & Wetzel, 1979; Wickelgren, 1977). If you do not engage in
that kind of comparative thinking, you will not later have available some
potentially powerful temporal dating cues. Thus, I would draw just the op-
posite conclusion from that of Hirst: relatively automatic encoding (as evi-
denced by skill learning and perceptual learning) is more or less intact, but
reflection functions (particularly strategic activities) are disrupted. The
present argument depends, of course, on the idea that temporal judgments
are often ‘‘derivative’ from past or current reflection functions, and are
not automatically encoded, simple properties of memory entries.

Why might someone cease making the sorts of connections illustrated
by the movie example? There are several possibilities: (1) the associations
that cause one episode (or idea) to activate another, or two episodes to be
simultaneously activated by the same stimulus, may no longer exist; (2) the
activation of related information may occur but not recruit attention; (3)
attention may be recruited by related information, but additional reflective
processes may not take place (e.g., elaboration or explicit comparison).
Thus, the person may not try to figure out why one thing brought another
to mind.

The second and third possibilities seem more plausible as explanations
of amnesia than the first. However, the exact nature of the disruption still
remains to be specified. For example, in (2), disruption in attention re-
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cruitment could be produced by unusually high background levels of acti-
vation, making it harder to detect any changes in activation (i.e., a Weber-
Fechner function). Or if overall activity in the entire system were low,
changes in activation patterns would generally fall below the threshold val-
ues necessary to engage attention, except perhaps for very well-learned in-
formation. Either of these possibilities would functionally disconnect
attention from the sort of meaningful associations that go beyond the pres-
ent stimulus, especially during remembering, On the other hand, disruption
of reflective functions (3) without a deficit in attention recruitment may
signal a malfunction of reflective functions specifically responsible for the
covert manipulation of ideas.

The type of amnesia would depend on the specific nature of the dis-
ruption: (2) would produce both retrograde and anterograde amnesia, while
(3) alone would produce only anterograde amnesia. If a breakdown in re-
flective activities developed gradually (as is very likely the case in patients
with Korsakoff’s syndrome), the result would be an ‘‘apparent’’ temporal
gradient of retrograde amnesia. That is, increasing failure over a period of
years to engage in reflective processing would produce a temporal gradient
in recall that would appear to be a consequence of greater forgetting of
more recent compared to more remote events (see also Butters & Albert,
1982). In any case, (1), (2), or (3), comparisons between present and past
events would be unlikely. These sorts of comparisons normally embed an
event in time and interweave it within the personal past. Without reflective
activity, the event would not be recalled, and perhaps not recognized. If it
did seem familiar later, it would not seem to have any connection with the
self, or in Schacter and Tulving’s (1982b) phrase, the memory would be
‘“free floating.”’

2. Childhood Amnesia

A good deal of recent work in developmental psychology indicates that
children are less likely than adults to engage in reflection functions in mem-
ory tasks (e.g., Brown, 1975; Kail, 1979). Or perhaps they engage in dif-
ferent reflection functions. In any event, in tasks that do not appear to
depend so heavily on reflection, such as recognition or frequency judg-
ments, children do quite well {Brown, 1975; Hasher & Zacks, 1979). In the
present framework, because children do not set up the conditions for later
voluntary retrieval, memories from childhood are relatively inaccessible
(‘‘childhood amnesia’’). However, when these memories are activated by
appropriate stimulus conditions (often specific physical stimuli such as
Proust’s madeleine), the memory may be intensely sensory (Salaman, 1970).
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According to MEM, this intensity is because sensory aspects do not have
as much competition in attention from associated reflection entries. The
greater salience of sensory features in children’s memories gives the impres-
sion that children’s memories are ‘‘unschematized,’’ while adults are ‘‘sche-
matized’’ (e.g., Allport & Postman, 1947; Schachtel, 1947). From the
present perspective, it would be more likely that in the adult the relatively
“‘unschematized’’ entries from sensory and perceptual functions are sup-
pressed, rather than nomnexistent.

IV. Summary

This article presents a general framework for integrating memory re-
search from a number of areas. The model is called ‘‘a multiple-entry, mod-
ular memory system’’ (MEM). It characterizes long-term memory as three
distinguishable, though clearly interacting, subsystems: the sensory record,
the perceptual record, and the reflection record. The phenomenal exper-
ience of remembering is created by the particular blend of information from
these subsystems that reaches awareness. The multiple-entry model differs
from certain other cognitive models in several ways: memory is not thought
of as the last stage of a serial sequence of transformations but rather as the
product of each of several processes; storage in memory does not depend
on attention; and entries are permanent, including those that would be char-
acterized in some models as ‘‘early stage’” or ‘‘shallow,’”’ and therefore
transient. :

Not all tasks equally reveal what has been entered into the subsystems
comprising memory. This helps to clarify certain controversies (e.g., be-
tween naive realists and naive constructivists) and helps to explain the in-
dependence among certain memory tasks, for example, recall, recognition,
and perceptual threshold. I also suggested that the idea of partially modular
subsystems is consistent with certain clinical findings, for example, agnosias
and amnesias. I further proposed that a distinction should be made between
episodic and personal memory: episodic memories (like generic memories)
are created by all subsystems, whereas personal memory is largely created
by the reflection system. A malfunction in the reflection system would tend
to result in a disconnection between memories and personal identity such
as is found in amnesics.

In addition a number of additional proposals were made: I suggested
that generic memories, for example, abstractions and schemata, differ in
the relative roles that perceptual versus reflective processes played in their
development. Similarly, emotions differ in the extent to which they seem
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tied to perceptual events versus reflective events. Following this line of
thought, I speculated that the most effective way to access or change sche-
mas or emotions would depend on which subsystem was most involved.
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